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Logistic Regression Diagnostics
Understanding How Well a Model Predicts Outcomes
William J. Meurer, MD, MS; Juliana Tolles, MD, MHS

In the March 8, 2016, issue of JAMA, Zemek et al1 used logistic re-
gression to develop a clinical risk score for identifying which pedi-
atric patients with concussion will experience prolonged postcon-
cussion symptoms (PPCS). The authors prospectively recorded the
initial values of 46 potential predictor variables, or risk factors—
selected based on expert opinion and previous research—in a co-
hort of patients and then followed those patients to determine who
developed the primary outcome of PPCS. In the first part of the study,
the authors created a logistic regression model to estimate the prob-
ability of PPCS using a subset of the variables; in the second part of
the study, a separate set of data was used to assess the validity of
the model, with the degree of success quantified using regression
model diagnostics. The rationale for using logistic regression to de-
velop predictive models was summarized in an earlier JAMA Guide
to Statistics and Methods article.2 In this article, we discuss how well
a model performs once it is defined.

Use of the Method
Why Are Logistic Regression Model Diagnostics Used?
Logistic regression models are often created with the goal of pre-
dicting the outcomes of future patients based on each patient’s pre-
dictor variables.2 Regression model diagnostics measure how well
models describe the underlying relationships between predictors and
patient outcomes existing within the data, either the data on which
the model was built or data from a different population.

Theaccuracyofalogisticregressionmodel ismainlyjudgedbycon-
sidering discrimination and calibration. Discrimination is the ability of
the model to correctly assign a higher risk of an outcome to the patients
who are truly at higher risk (ie, “ordering them” correctly), whereas cali-
bration is the ability of the model to assign the correct average abso-
lute level of risk (ie, accurately estimate the probability of the outcome
for a patient or group of patients). Regression model diagnostics are
used to quantify model discrimination and calibration.

Description of the Method
The model developed by Zemek et al discriminates well if it consis-
tently estimates a higher probability of PPCS in patients who de-
velop PPCS vs those who do not; this can be assessed using a re-
ceiver operating characteristic (ROC) curve. An ROC curve is a plot of
the sensitivity of a model (the vertical axis) vs 1 minus the specificity
(the horizontal axis) for all possible cutoffs that might be used to sepa-
rate patients predicted to have PPCS compared with patients who
will not have PPCS (Figure).1 Given any 2 random patients, one with
PPCS and one without PPCS, the probability that the model will cor-
rectly rank the patient with PPCS as higher risk is equal to the area un-
der the ROC curve (AUROC).3 This area is also called the C statistic,
short for “concordance” between model estimates of risk and
the observed risk. The C statistic is discussed in detail in a previous
JAMA Guide to Statistics and Methods article.4 A model with perfect

sensitivity and specificity would have an AUROC of 1. A model that pre-
dicts who has PPCS no better than chance would have an AUROC of
0.5. While dependent on context, C statistic values higher than 0.7
are generally considered fair and values higher than 0.9 excellent;
those less than 0.7 generally are not clinically useful.5

A particular model might discriminate well, correctly identifying
patients who are at higher risk than others, but fail to accurately es-
timate the absolute probability of an outcome. For example, the model
might estimate that patients with a high risk of PPCS have a 99%
chance of developing the condition, whereas their actual risk is only
80%. Although this hypothetical model would correctly discrimi-
nate, it would be poorly calibrated. One method to assess calibration
is to compare the average predicted and average observed probabili-
ties of an outcome both for the population as a whole and at each level
of risk across a population. The patients are commonly divided into
10 groups based on their predicted risk, so-called deciles of risk.
In a well-calibrated model, the observed and predicted proportions
of patients with the outcome of interest will be the same within
each risk category, at least within the expected random variability
(see Table 6 in the article by Zemek et al). The Hosmer-Lemeshow test
measures the statistical significance of any differences between the
observed and predicted outcomes over the risk groups; when there
is good agreement, the Hosmer-Lemeshow statistic will not show a
statistically significant difference, suggesting that the model is well
calibrated.6 Another way to assess calibration is through a calibra-
tion plot (eFigure 3 in the article by Zemek et al) in which the observed

Figure. Receiver Operating Characteristic Curves
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PPCS indicates persistent postconcussion symptoms. The area under the curve
was 0.71 (95% CI, 0.69-0.74) for the derivation cohort and 0.68 (95% CI,
0.65-0.72) for the validation cohort. Based on Figure 2 from Zemek et al.1
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proportion of the outcome of interest is plotted against the pre-
dicted probability.

Some statistical programs also report a pseudo-R2 regression di-
agnostic for logistic regression models. The pseudo-R2 is meant to
mimic the R2 calculated for linear regression models, a measure of the
fraction of the variability in the outcome that is explained by the model.
However, because is there no direct equivalent to R2 in logistic re-
gression, many variations of pseudo-R2 have been developed by dif-
ferent statisticians, each with a slightly different interpretation.7

What Are the Limitations of Logistic Regression Diagnostics?
It is easy to interpret extreme values of the AUROC statistic—those
close to 1 or 0.5—but it is a matter of judgment to decide whether a
value of 0.75, for example, represents acceptable discrimination. The
AUROC is therefore subject to interpretation and comparison with
the AUROC values of competing diagnostic tests. Additionally, using
the AUROC alone as a metric assumes that a false-positive result is
just as bad as a false-negative result. This assumption is often not
appropriate in clinical scenarios, and more sophisticated metrics such
as a decision curve analysis may be needed to appropriately ac-
count for the different costs of different types of misclassification.8

With large sample sizes the Hosmer-Lemeshow statistic can yield
false-positive results and thus falsely suggest that a model is poorly
calibrated. In addition, the Hosmer-Lemeshow statistic depends on
the number of risk groups into which the study population is di-
vided. There is no theoretical basis for the “correct” number of risk
groups into which a population should be divided. Also, with sample
sizes smaller than 500, the test has low power and can fail to iden-
tify poorly calibrated models.9

Why Did the Authors Use Logistic Regression Diagnostics
in This Particular Study?
Logistic regression model diagnostics, and model diagnostics gen-
erally, are essential for judging the usefulness of any new predic-
tion instrument. A model is unlikely to improve practice if it per-
forms no better than chance or currently available tests. However,
in particular clinical applications, physicians may be interested in
using models that perform well on only one of these metrics or per-
form well only at a particular cut point. For example, consider a clini-

cal screening test for which the intended use is to discriminate be-
tween patients with very low risk of a particular outcome and all
others. Such a model might discriminate well at a particular screen-
ing cut point but have poor calibration, or it may have inaccurate es-
timation of risk for patients who are not classified as very low risk
but still be completely appropriate for its intended use.

How Should the Results of Logistic Regression Diagnostics
Be Interpreted in This Particular Study?
The ROC curve plotted by Zemek et al (Figure) demonstrates mod-
est discrimination; in the initial derivation cohort, the AUROC was
0.71. In the validation cohort, the combination of physician judg-
ment with the final prediction model produced an AUROC of 0.68.
While this AUROC value might seem low, it was substantially better
than physician estimation alone for predicting PPCS (AUROC of 0.55).
As the authors pointed out, this difference indicated that the model
generally outperformed clinical judgment alone, although it pro-
vided only fair discrimination at best.

The model used by Zemek et al appears well calibrated. The
Hosmer-Lemeshow statistic associated with the comparison be-
tween predicted and observed rates of PPCS (Table 6 in the article
by Zemek et al) across all deciles of risk was not significant. Further-
more, the sample size in this study is large enough that the Hosmer-
Lemeshow statistic should have reasonable power to detect poor
calibration. The intercept and slope of the calibration plot on the vali-
dation cohort were 0.07 and 0.90, respectively, closely approach-
ing their respective ideals of 0 and 1.

Caveats to Consider When Assessing the Results
of Logistic Regression Diagnostics
Whenever possible, all metrics of model quality should be measured
on a data set separate from the data set used to build the model. In-
dependence of test data is crucial because reusing the data on which
a model was built (the “training data”) to measure accuracy will over-
estimate the accuracy of the model in future clinical applications.
Zemek at al used an independent validation cohort, recruited from the
samecentersasthetrainingcohort.Therefore,althoughthemodelwas
testedagainstdataotherthanfromwhichitwasderived, itstillmaylack
external validity in patient populations seen in other settings.10
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